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Abstract  
 

In most traditional techniques of document clustering, the 

number of total clusters is not known in advance and the 

cluster that contains the target information cannot be deter-

mined since the semantic nature is not associated with the 

cluster. To solve this problem, this work proposes a new 

clustering algorithm based on the Kea[1] key phrase extrac-

tion algorithm which returns several key phrases from the 
source documents by using some machine learning tech-

niques. In this work, documents are grouped into several 

clusters like Bisecting K-means, but the number of clusters 

is automatically determined by the algorithm with some heu-

ristics using the extracted key phrases. By this it is easy to 

extract test documents from massive quantities of resources. 
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Introduction 
 

Current research in the area of text mining tackles prob-

lems of text representation, classification, clustering, infor-

mation extraction and modeling of hidden patterns. Text 

classification is an important functionality of text mining. 

Text classification based on content is a useful and challeng-

ing work, in face of dynamically growing huge amount of 

texts in various fields on the Internet and the developing 

technology in natural language processing and machine 
learning. As we know that “Current research in the area of 

text mining tackles problems of text representation, classifi-

cation, clustering, information extraction or the search for 

and modeling of hidden patterns”  As we know text cluster-

ing is one of the important text mining functionalities and 

now it becomes a natural activity in every organization. 

 

In this paper we present the following task: 

 

1. Extracting key phrases from given document by the 

automatic key phrase extraction. 

2. Applying clustering algorithm on these extracting key 

phrases and generating clustered documents. 

 

KEA (Automatic Key-phrase Extrac-

tion) 
 

Keyphrases provide semantic metadata that summarize 

and characterize documents. Kea identifies candidate keyp-

hrases using lexical methods, calculates feature values for 

each candidate, and uses a machine learning algorithm to 

predict which candidates are good keyphrases. The machine 

learning scheme first builds a prediction model using train-

ing documents with known keyphrases, and then uses the 

model to find keyphrases in new documents. The system is 

simple, robust, and publicly available. 

 

Kea’s extraction algorithm has two stages: 

1. Training: Create a model for identifying keyphrases, 

using training documents where the author’s keyphrases 

are known. 

2. Extraction: Choose keyphrases from a new document, 

using the above model.  

 

Bisecting K-means Clustering 
 

In this section we discuss general issues related to the K-
means clustering algorithm and introduce the bisecting K-

means algorithm. There are many ways to enhance the basic 

K-means algorithm. But to keep things simple, we chose a 

very simple and efficient implementation of the K-means 

algorithm. For instance, we select our initial Centroids by 

randomly choosing K documents. However, we did choose 

to update Centroids incrementally, i.e., as each point is as-

signed to a cluster, rather than at the end of an assignment 

pass as is indicated in the K-means algorithm. The reason is 

that we noticed that incremental updates were more effec-

tive, i.e., produced results with better overall similarity and 
lower entropy.  
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For that we will use a Bisecting K-means algorithm as our 

primary clustering algorithm. This algorithm starts with a 

single cluster of all the documents and works in the follow-

ing way: 

1. Pick a cluster to split. 

2.  Find 2 sub-clusters using the basic K-means algorithm. 

(Bisecting step) 

3.  Repeat step 2, the bisecting step, for ITER times and 
take the split that produces the clustering with the high-

est overall similarity. 

4.  Repeat steps 1, 2 and 3 until the desired number of clus-

ters is reached. 

 

 
 

Finally, note that bisecting K-means has a time complexity 

which is linear in the number of documents. If the number of 

clusters is large and if refinement is not used, then Bisecting 

K-means is even more efficient than the regular K-means 

algorithm (In this case, there is no need to compare every 

point to every cluster centroid, since to bisect a cluster we 
just consider the points in the cluster and their distances to 

two centroids). 

 

Kea-means Clustering 
 

The Kea-means clustering algorithm is our proposed new 

clustering method that improves the K-means algorithm by 

combining it with the Kea keyphrase extraction algorithm. 

The Kea-means clustering tries to solve the main drawback 
of K-means that the number of total clusters is pre-specified 

in advance. In Kea-means algorithm, documents are clus-

tered into several groups like K-means, but the number of 

clusters is determined automatically by the algorithm heuris-

tically by using the extracted keyphrases.  

 

The main idea of Kea-means is the following: Initially, the 

number of clusters k is set to 1. As in K-means, k clusters are 

formed by generating k centroids, and the similarities be-

tween centroids and documents are measured, and a docu-

ment is assigned to the cluster that has the nearest centroid. 

Then, the Kea algorithm is applied to each document that is 

nearest to the corresponding centroid to extracted keyphras-

es. These keyphases are used to assign weights to other 

phrases. Now, the distance between the weighted documents 
and centroids are measured, and if the measured values do 

not reach to the threshold value, the value of k is increased 

by 1. This process is repeated until the measured distance 

exceeds the threshold value. At this point, the number of 

clusters k is determined, and the K-means algorithm is now 

used for actual clustering. 

 

The main characteristics of the Kea-means clustering algo-

rithm can be summarized by comparing with previous clus-

tering algorithms in which the task of clustering is done 

without knowing the semantic nature of each cluster, the 

Kea-means clustering recognizes this semantic nature of 
clusters by using the keyphrases extracted from the docu-

ments in the cluster. 

 

K-means must specify the number of clusters k in advance 

by the user, which results in the change of clustering results 

as the value of k changes. 

 

Kea K-means clustering system archi-
tecture 

Kea-means solves this problem by automatically deter-

mining this number. While the K-means algorithm uses the 

cosine measure or the Euclidean distance measure to calcu-

late feature values, our Kea-means clustering algorithm uses 

these two measures simultaneously. Hence, the similarity of 

two documents is computed by the following expression: 
 

Sin(d1; d2) =  cosine(d1; d2) / Euclidean(d1; d2)  
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KEA-Bisection k-means clustering system architecture 

Conclusion 
 

The Primary objective of this thesis is to propose a new 

clustering algorithm based on the Kea Key phrase algorithm 

that we use here to extract several Key phrases from source 

Text documents by using machine learning techniques. The 

Kea bisecting K-means clustering algorithm gives easy and 

efficient way to extract text documents from large amount of 
Text documents.  

 

The Kea Key phrase extraction algorithm is automatic ex-

tracting key phrase from text , Our results shows that kea 

can an average match between one and two of the given key 

phrase chosen . By this we can consider this to be good per-

formance. The consistently good quality of the clustering 

that it produces, bisecting K-means is an excellent algorithm 

for clustering a large number of documents. 

 

 
 

Experimental results for comparison between K-means 

and proposed Kea Bisecting k-means algorithm. In this ex-

periment we use the kea’s data set. Kea-means is also learn 

by these data set, in this data set, I collect 100 text docu-

ments and then applying my proposed (Kea bisecting K-

means) algorithm to generate clusters. 
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