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Abstract 

In the developing demand of todays life there is a 

requirements for high speed operations of digital signal 

processing and other similar applications. This need high 

speed low power, less delay and compact accurate circuits. 

Multiplication and addition are the major required operations 

for digital signal processing. This need is fulfilled by using 

new architectures for modified booth algorithm ,carry save 

adder and Wallace tree. Modified booth algorithm increases 

the speed by reducing the number of partial products and carry 

save adder performs the sum of partial products which further  

reduces the delay and power. New architectures are designed, 

simulated and synthesized using XILINX ISE.Delay and 

power analysis are shown in the result. 

 

Key words_CSA carry save adder,CLACarry Look ahead 

Adder,MAC Multiplier and accumulator. 

 

INTRODUCTION 

The demand for high speed and efficient processing has been 

mounting as a result of growing computer and signal 

processing applications. 

The core of every processing system is its data path. Available 

statistics [3] has given clear indications that more than 70% of 

the instructions usually perform arithmetical and logical 

operations mainly consist of addition and multiplication in the 

data path of RISC and CISC machines. Multiplication based 

computation, which involve operations like  Multiply and 

Accumulate and inner product most intensive arithmetic 

functions, currently implemented in many signal processing  

applications such as convolution, fast Fourier transform, 

filtering and in microprocessors in its arithmetic and logic 

unit. Since multiplication dominates the execution time of 

most signal/ instruction processing algorithms, so there is a 

need of speed efficient multiplier. 

 

 

Also, low power consumption and area efficiency are among 

the most important criteria for the fabrication of any 

processing and high performance systems. However, area and 

speed are usually contradictory, so that improving speed 

results mostly in larger areas also. 

In our study, we propose the best solution to this problem by 

introducing a new efficient VLSI architecture of parallel 

Multiplier-and Accumulator (MAC) using hybrid approach for 

high-speed arithmetic operations. Since the accumulator that 

has the largest delay in MAC, the Carry Save Adder (CSA) 

and compressor techniques are used as one of the processing 

element to improve the overall performance. 

As per the previous work, Booth algorithm and CLA’s are 

used in MAC operation for getting the efficient output results 

through pipelinescheme. To filter the problems theproposed 

methodprefers modified Booth algorithm and CSA. 

This study presents an efficient implementation of high speed 

multiplier. The radix 2 and radix 4 modified Booth multiplier 

does the operations using fewer adders and only few  iterative 

steps.  

However, the fact remains that the area and speed are two 

conflicting performance constraints. Hence, innovating 

increased speed always results in larger area. In this, we arrive 

at a better trade-off between the two, by realizing a marginally 

increased speed performance 

The proposed MAC will show the better properties to the 

existing standard design in many ways and performance twice 

as much as the previous research in the similar clock 

frequency.  

The power reduction techniques adopted in this work, and we 

expect that the proposed MAC can be adapted to various fields 

requiring high performance such as the signal processing 

areas. 

RELATED WORK 

 MAC showed theproperties to the design in different ways 

andperformanceimprovement  twice as that of the  previous 

work with same clock frequency [7]. 
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A new MAC architecture to execute the multiplication 

accumulation operation, for digital signal processing and 

multimedia information processing efficiently was 

proposed[8]. By removing the independent accumulation 

process has the huge delay and merging it to the compression 

process of the partial products, the overall MAC performance 

has been improved almost twice as that of the previous work. 

A new MAC architecture to execute the multiplication - 

accumulation operation, which is the key operation, for digital 

signal processing and multimedia information processing 

efficiently, was proposed. By removing the independent 

accumulation process which  has the highest delay and 

merging it to the compression process of the partial 

products[9]. 

An efficient implementation of high speed multiplier using the 

shift and add modified Booth algorithm [10] is presented. The 

adder used is look ahead carry adder. The compression tree 

along with the carry look ahead adder has reduced the 

hardware overhead and power consumption. 

A new multiplier Accumulator architecture based on high 

accuracy modified Booth algorithm [11]. In this paper, a new 

MAC architecture is developed for high speed performance. 

Multipliers with high speed are essential for digital 

applications. A new architecture of MAC was proposed for 

high speed arithmetic in which multiplication and 

accumulation togetherness improves the performance [12].  

In this paper [13], a new architecture of MAC to increase the 

speed of arithmetic was proposed. Combining multiplication 

with accumulation with carry save adder CSA,increases the 

performance. Ithas CSA tree with 1's complementradix-2  

basedmodified Booth's algorithm which has the modified 

array for extending the sign.  

 

IMPORTANCE OF THE PROPOSED 

WORK 

By showing the performance improvement of the Proposed 

MAC more than twice than the earlier research it can have the 

importance as below. 

 It is seen that this MAC may beused in various fields 

requiring high  speed and performance like the signal 

processing areas. 

 MAC unit designed can be used in efficient filter 

realization for high speed DSP applications. 

 Efficient MAC can have extension to design floating 

point arithmetic, signed arithmetic and Decimal 

arithmetic. 

 Multimedia processing is the one of the major area 

requires high speed multiplier. 

 Further the designed MAC can be used in many areas like 

numerical coprocessors, calculators filtering, modulation 

and demodulation etc. 

In this work an architecture is proposed for efficient 

multiplication with Booths radix-4 algorithm, Modified 

Booths multiplier with bit pair recoding , 16 bit Wallace tree 

multiplier to improvethe speed. 

 In the proposed architecture, partial product generation and 

reduction is accomplished by the use of booth algorithm, 3:2, 

and 4:2, 5:2 compressor structures. 

 

PROPOSED IMPLEMENTATION 

The proposed MAC is analyzed and implemented. Then it is 

compared with some previous results. First the percentage of 

used hardware  in implementing the hardware is analyzed 

theoretically and experimentally then the delay of the 

hardware is analyzed. Then the pipeline stage is defined and 

performance is analyzed based on the pipelining scheme. 

Implementation result from each section will be compared 

with standard design [4] and Equibaly’s design [3], each of 

which has the most representative parallel MBA architecture. 

 

Overview of MAC: 
In this MAC operation a multiplier can be divided into 3 parts. 

The first is radix – 8 booth encoding in which the partial 

product is generated from the multiplicand (x) the multiplier 

(y).The second is adder array or partial product compression. 

The last is the final addition in which final multiplication 

result is produced by adding the sum & the carry. 

General hardware architecture of this MAC is below in fig. -1 

 

 

 

 

 

Fig.1General Hardware architecture of MAC 

General hardware architecture of the MAC executes the 

multiplication operation by multiplying the input multiplicand 

X and multiplier Y. This is added to the previous 

multiplication result Z as the accumulation step if 

accumulation is needed. 

The N-bit 2’s complementbinary number can be expressed as 
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……..(1) 

If (1) is expressed in base-4 type redundant sign digit form in 

order to apply the radix-8 Booth’s algorithm. 

 

 

 
……..(2) 

Where 

   
  ……… (3) 
If (2) is used, multiplication can be expressed as 

 

 

……… (4) 
The multiplication - accumulation result are then 

 

 
……. (5) 

The MAC architecture implemented by (5) is called the 

standard design [4]. 

BOOTH ALGORITHM  

Booth Algorithm 

Booth multiplication algorithm  was named after the inventor 

Andrew Donald Booth. It is defined as an algorithm of 

multiplying binary numbers in two’s complement notation. It 

is a method to multiply binary numbers where multiplication 

is carried out by repeated addition operations. Further this 

booth algorithm for multiplication is  modified to reduce the 

number of partial products through bit pair recoding  and  

known as modified booth algorithm. 

Modified Booth Algorithm 

Booth multiplication algorithm consists of three major steps 

that includes generation of partial product called as recoding, 

reducing the partial product in two rows, and addition that 

gives final product. 

In modified Booth algorithm it includes three steps, firstly the 

bit pair recoding ,secondly reducing  number of partial 

products and then finally these partial products are areadded. 

Fast Multiplication 

To speed p the multiplication process there are two techniques 

 The first technique calculates the maximum number 

of summands that should be added is n/2 for n-bit 

operands. 

 The second method reduces the time taken to add 

these summands. 

Bit Pair Recoding Of Multipliers 

These is a technique where maximum number of summands 

are reduced to half and is derived from Booths algorithms 

which is known as bit pair recoding. 

Bit pair recoding with an example is shown below. 

 

Multiplier: 

signextention< - 1 1 1 0 1 0 0 -> implied zero  

Booth recoding: 0 0 -1 +1 -1 0 

Bit pair recoding :0 -1 -2 

Table 1.multiplicand selection decisions. 

 

 
An example of multiplication: 

 
 

In the above example using Booths algorithm with bit pair 

recoding  the number of partial products are reduced from six 

to three. 

IMPLEMENTATION 

A multiplier design comprises of three major  steps. The first 

is generation of partial products using Booth encoding from 

the multiplicand X and the multiplier Y. The second isadder 

array or partial product compression which adds partial 

products and generates sum and carry. Finally thel addition is 

done in which the multiplication result isproduced by adding 

the sum and the carry.  
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Fig.2.Flow diagram of VLSI design 

Today, VLSI design flow is a very solid and mature process. 

The overall VLSI design flow and the various steps within the 

VLSI design flow have proven to be both practical and robust 

in multi-millions VLSI designs until now. 

  

Each and every step of the VLSI design flow has a dedicated 

EDA tool that covers all the aspects related to the specific task 

perfectly. And most importantly, all the EDA tools can import 

and export the different file types to help making a flexible 

VLSI design flow that uses multiple tools from different 

vendors. 

VLSI design flow is not exactly a push button process. To 

succeed in the VLSI design flow process, one must have: a 

robust and silicon-proven flow, a good understanding of the 

chip specifications and constraints, and an absolute 

domination over the required EDA tools (and their reports!). 

This article covers the VLSI design flow in very high level. 

We will provide a more detailed articles in the future 

explaining more about the activities within each phase. Let’s 

start with the first step. 

  

VLSI System Design 

  

Assuming your VLSI specifications are completed and 

approved by the different parties, it’s time to start thinking 

about the architectural design. In VLSI system design phase, 

the entire chip functionality is broken down to small pieces 

with clear understanding about the block implementation. For 

example: for an encryption block, do you use a CPU or a state 

machine. Some other large blocks need to be divided into 

subsystems and the relationship between the various blocks 

has to be defined.  In this phase the working environment is 

documentation. 

  

Register Transfer Level (RTL) 

  

For digital VLSIs or for digital blocks within a mixed-signal 

chip, this phase is bVLSIally the detailed logic 

implementation of the entire VLSI. This is where the detailed 

system specifications is converted into VHDL or Verilog 

language. In addition to the digital implementation, a 

functional verification is performed to ensure the RTL design 

is done according to the specifications. 

Synthesis 

  

In this phase the hardware description (RTL) is converted to a 

gate level netlist. This process is performed by a synthesis tool 

that takes a standard cell library, constraints and the RTL code 

and produces an gate-level netlist. 

  

Synthesis tools are running different implementations to 

provide best gate level netlist that meets the constraints. It 

takes into account power, speed, size and therefore the results 

can vary much from each other. To verify whether the 

synthesis tool has correctly generated the gate-level netlist a 

verification should be done. 

  

Layout 

  

In this stage, the gate level netlist is converted to a complete 

physical geometric representation. The first step is 

floorplanning which is a process of placing the various blocks 

and the I/O pads across the chip area based on the design 

constraints. Then placement of physical elements within each 

block and integration of analog blocks or external IP cores is 

performed. When all the elements are placed, a global and 

detailed routing is running to connect all the elements 

together. 

  

Also after this phase a complete simulation is required to 

ensure the layout phase is properly done. 

  

The file produced at the output of the layout is the GDSII 

(GDS2) file which is the file used by the foundry to fabricate 

the silicon. The layout should be done according the silicon 

foundry design rules. 

RESULTS 

The simulation and synthesis results are shown below  with 

timing diagrams. 

 

Table 2 Synthesis results for Wallace tree 

 

HDL Synthesis Report 

Synthesis Results for the Wallace Tree Multiplier 

Logic Utilization Used Available 

Slice LUTs 359 63400 

LUT FF pairs 0 359 

Bonded IOBs 210 320 
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Fig. 3.Simulation waveforms 
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Table 3 Synthesis results for Carry save adder 

Below given table 4 presents the cumulative results for the 

overall proposed architecture 

Synthesis Results for Carry save adder 

Logic Utilization Used Available 

Slice LUTs 58 63400 

LUT FF pairs 0 359 

Bonded IOBs 98 320 

Delay 8.795 ns 

 

     Table 4 Overall architecture synthesis result 

Logic Utilization Used Available 

4 input Slice LUTs 878 1536 

Occupied Slices 473 768 

Bonded IOBs 64 320 

Delay 12.728ns 

 

 Table 5. Power Results generated by Xilinx ISE 

Power Supply Currents 

Supply 

Source 

Supply 

voltage 

Total 

Current(mA) 

Quiescent Current 

(mA) 

Vccint 1 16.58 16.58 

Vccaux 1.8 13.14 13.14 

Vcc018 1.8 1.00 1.00 

Vccbram 1 0.35 0.35 

 

The simulation output is -826176727 with th e inputs X= -

31501 and Y= -26227 which is shown in fig 3 

 

CONCLUSION 

In this paper, we propose Aefficient and compatible VLSI 

architecture of multiplier and accumulator which is a most 

needed for digital signal processing and multimedia 

communication applications .  The proposed models consists 

of modified booth algorithm, carry save adder and Wallace 

tree. The importance of the existing design shows the 

reduction of the partial products by using the modified booth 

algorithm for parallel processing. The proposed design shows 

the improved results in terms of power consumption, area and 

delay which are the parameters to be bend for any circuit. 
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